


standard is disconcerting and begs the question “was the 
standard inappropriate or is the market being misjudged”.  I 
suspect the issue is the latter; that is, IEEE802.15.7-2011 didn’t 
really address a market need.  In particular, deploying 802.15.7 
required that additional hardware be added to the user platform 
- which increases manufactures cost - while not offering any 
significantly new user experience.  Such failed market 
penetration is bad for VLC technology investment and tends to 
choke off research and development funding.  Could it be that 
what is needed for VLC to thrive is an extremely low cost and 
low market entry barrier use case that offers the user a 
significant experience that is not available with any other 
technology?  For without an emerging VLC market – in any 
form – it will be difficult to justify addition VLC R&D 
expenditures. 

IV. EMERGENCE OF OPTICAL CAMERA COMMUNICATIONS 

These concerns started simultaneously coalescing in the 
VLC community several years ago with the realization that we 
already have billions of enabled VLC devices that could use 
the optical camera as a receiving sensor, in conjunction with 
downloadable application software, to implement a form of 
VLC that IEEE802.15.7r1 [2] calls optical camera 
communications (OCC).  Again, referring to the split in the 
ecosystem between mobile device vendors and lighting 
vendors, being able to argue to the lighting vendors that there 
are millions of mobile devices already VLC enabled goes a 
long ways to stimulating lighting industry investment to “VLC 
enable” luminaires.  In addition, OCC offers users an 
experience that they cannot get with other communication 
technologies; which is, is the merger of communications and 
imaging - a concept that Professor Michael Tsai of National 
Taiwan University calls “talking pixels”.  

As to the history of IEEE802.15.7r1: early in year 2012, 
Professor Yeong Ming Jang of Kookmin University, in 
conjunction with Professor Jaesang Cha of Seoul National 
University of Science & Technology, initiated the 
IEEE802.15.LED-ID interest group.  By July 2013 the focus 
had morphed to optical camera communications [3] and an 
IEEE802.15 study group was formed to write a Project 
Authorization Request to form an OCC standardization task 
group.  The original intention was to write an amendment to 
the existing IEEE802.15.7-2011 standard, but for technical 
reasons - having to do with the word “visible” in the original 
title - it was required to do a revision (IEEE802.15.7r1) to 
accommodate wavelengths other than visible light - which 
opened the door for LiFi to also participate in the revision 
effort.  Task group IEEE802.15.7r1, known as Standard for 
Short-Range Wireless Optical Communication, was kicked-off 
in January 2015 with authorization to write a revision to the 
IEEE802.15.7-2011 standard that supported optical camera 
communications [4], LED-ID [5] and LiFi [6].  The latest 
timeline for task group 15.7r1 has the presentation of proposals 
scheduled for early 2016, with the generation of a letter 
balloting draft in early 2017.  It is expected the revision will be 
published by early 2018. 

V. CALL FOR ACTION 

In some aspects, at least from my perspective, optical 
camera communications is a critical chance for VLC to obtain 
market penetration.  As I previously indicated, without some 
form of market uptake of VLC, it will become increasingly 
difficult to justify future VLC R&D investments.  Which 
brings us to the importance of activities such as ICEVLC2015 
with its emphasis on optical camera communications.  We need 
to do all we can to obtain the much needed critical market 
penetration while avoiding fracturing the market with multiple 
incompatible standards.  The technical presentations here at 
ICEVLC2015 are an important step in the process of 
determining the relevant technical issues that need to be 
addressed to make OCC, and ultimately VLC, successful. 
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Appendix: UFSOOK OCC Modulation 

 
There have been several modulation formats proposed for 

Optical Camera Communications, mainly differentiated by the 
type of image sensor read out (e.g. rolling shutter versus global 
shutter).  I was asked to say a few words about a modulation 
scheme originating at Intel Labs that is suitable for use with 
either type of read out, and the only amplitude modulation 
technique that I know of that allows the demodulation of an 
LED light flashing at a frequency fast enough to avoid 
noticeable flicker while using a common frame rate camera 
(e.g. 30 frames per second) [7] [8] [9].   The technique involves 
encoding the bits using a form of DC balanced differential 
encoding called undersampled frequency shift ON-OFF keying 
(UFSOOK).  The modulation concept is similar to frequency 
shift keying inasmuch as there are defined mark and space ON-
OFF keying frequencies for encoding bits, with these 
frequencies being high enough to avoid flicker.  The mark 
(logic 1) and space (logic 0) frequencies are selected such that 
when undersampled by a low frame rate camera, the 
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mark/space frequencies alias to low pass frequencies that can 
then be further processed to decode the bit values.  Figure 1 
illustrates the concept assuming a 30 frames per second 
camera. 

 

Figure 1 – Aliased flashing frequency sampled at 30 fps 

For example, if the camera has a frame rate of 30 fps, and 
the space frequency is 120 Hz and the mark frequency is 105 
Hz, then the aliased frequencies as seen by the camera are 
respectively 0 Hz and 15 Hz.   

In regards to the observability of a “blinking light”, the 
UFOOK waveform transitions can be seen by a camera with 
the appropriate exposure setting, but not by the human eye, due 
to the fact that the camera’s exposure setting can be much 
faster than the eye as shown in Figure 2. 

 

Figure 2 – Camera frequency response compared to the eye 

The human eye has a cutoff frequency in the vicinity of 100 
Hz, whereas the camera’s cutoff response can significantly 
exceed 100 Hz depending upon the exposure speed setting 
(integration time).  Under intense light conditions the exposure 
can be set to well under 1 ms and still result in satisfactory 
performance.  As suspected, the techniques shown in this paper 
require a relatively intense light source (i.e. high SNR). 

An example of how bits are sent via the blinking lights is 
shown in Figure 3. 

 

Figure 3 – UFSOOK encoding of a logic “1 0” bit pattern 

In Figure 3 the Y-axis is read as a +1 turns the light ON and 
a -1 turns the light OFF.  A logic one is transmitted as 7 cycles 

of 105 Hz OOK (shown in blue) and a logic zero is transmitted 
as 8 cycles of 120 Hz OOK (shown in red); therefore, the 
composite waveform represents the bit pattern “1 0”.  This 
OOK waveform is sampled 30 times per sec by a camera as 
represented by the magenta sampling strobes.  There are two 
samples per bit making the bit rate half the sample rate (i.e. 
camera video frame rate).  For logic 1 (blue) the two samples 
differ in value (light ON-OFF).  For logic 0 (red) the two 
samples have the same value (light ON-ON). 

By selecting the space frequency to be a multiple of the 
camera frame rate and the mark frequency to have a 15 Hz 
offset from the space frequency, we can invoke the following 
simple decoding rule. 

 

Adhering to the stated rules will always result in there 
being an even number of cycles of OOK per bit for a space 
frequency and an odd number of cycles for a mark frequency; 
hence, the “code” is always balanced.   

Next it is required to form frames of data and this can be 
done by defining a start frame delimiter (SFD) that is appended 
to the beginning of each frame of data.  The end of the frame is 
indicated by the second appearance of the SFD which implies 
the beginning of the next frame.  The SFD is shown in Figure 
4. 

 

Figure 4 –Start frame delimiter definition 

This SFD, which is two bit times long (i.e. four video 
frames), is sent prior to a data frame.  The first bit of the SFD 
is sent at an OOK frequency that cannot be followed by a 
normal smartphone grade image sensor (in our lab we use 25 
KHz).  The pixel integrator in the image sensor extracts the 
average light intensity such that in the image frames, 
associated with the first bit of the SFD, the light appears half 
ON (assuming 50% duty cycle).  This half ON condition 
persists for one bit time and signals the beginning of the frame.  
The next bit of the SFD is just the transmission of the logic “1” 
mark OOK frequency.   

 

Figure 5 – Data frame definition 



Following the SFD is the rest of the frame of data which 
consists of logic ones and zeros as represented by transmission 
of the appropriate mark or space OOK frequency.  Each bit has 
a duration of two video frames as required by the differential 
code. 

The processing of the frame of data can be done real-time 
or non-real-time.  In our laboratory we normally send repetitive 
frames of data, and then record a video of the lights for the 
prescribed number of video frames commensurate with the 
data frame length, and then post process the video in regards to 
the salient light features.  We first look for the SFD initial two 
video frames (lights half ON) and then we unwrap the frame by 

linearly reordering the recorded frames with respect to the 
initial SFD frames.  It should be mentioned that we typically 
set the image sensor exposure time (integration time) to be on 
the order of 100 uS while observing relatively bright lights. 

This brief introduction ignores some nuances necessary to 
support a viable implementation such as forward error 
correction which is necessary to compensate for sampling 
error.  References [8] and [9] provides more implementation 
detail. 

 

 




