
PSK modulation in camera based VLC

for receiving from distributed transmitters

Wataru Kihara∗, Tomohiro Yendo∗ Yoshifumi Shiraki†, Takashi G. Sato†, Takehiro Moriya†

∗Department of Electrical, Electronics and Information Engineering

Nagaoka University of Technology, 1603-1, Kamitomioka-machi, Nagaoka, Niigata, 940-2188, JAPAN

Email: s143125@stn.nagaokaut.ac.jp
† NTT Communication Science Laboratories, Nippon Telegraph and Telephone Corporation

3-1 Wakamiya, Morinosato, Atsugi, Kanagawa, 243-0198, JAPAN

Abstract—Visible light communication (VLC) is an optical
wireless communication technology that operates in the visible
spectrum. Image-sensor based VLC, also as known as optical
camera communication is a powerful method for receiving data
from distributed transmitters. This paper discusses methods
that modulate the data from the distributed transmitters, and
proposes a communication method using two image-sensors.
The proposed method uniquely estimate the phase difference
between the camera framing and LED blinking from two pixel
values obtained by two cameras with different exposure timings,
and communicates by phase shift keying. The principle of the
proposed method is confirmed in experiments.

I. INTRODUCTION

Visible light communication (VLC) is an optical wireless

communication technology in which light-emitting diodes

(LEDs) serve as both light providers data broadcasters[1][2].

LEDs are energy-efficient and widely used in general lighting

applications. Owing to the high response speed of LEDs, VLC

can send data by light blinks that flicker below the detectable

limit of human eyes. As VLC communication is not restricted

by a bandwidth of radio waves, it proceeds in environments

where conventional wireless communication such as Wi-Fi

cannot be operated stably. This is a major advantage of VLC.

Fig. 1 shows the remote sensing application assumed in

this study. The data from the distributed transmitters are

received by a powerful method called image-sensor based

VLC also termed optical camera communication (OCC). To

simplify the transmitter, we assume that multiple transmitters

independently operate with their own clock. Therefore, the

method must implement asynchronous communication. More-

over, because the symbol rate in image-sensor based VLC is

limited by the camera frame rate, multi-level modulation that

improves the information transfer rate per symbol (and hence

the communication speed,) is desired. The proposed image-

sensor based VLC designed to accomplish these tasks.

This paper discusses modulation methods for the image-

sensor based VLC, and propose a communication method us-

ing Phase Shift Keying (PSK). The proposed method uniquely

estimates the phase difference between the exposure timing

and LED blinks from two pixel values obtained by two

cameras with different exposure timings. Moreover, the pro-

posed method can communicate when the camera framing and
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Fig. 1. Assumed application in this study. In this scene, brain wave signals
of multiple people are simultaneously measured by the image-sensor based
VLC system.

transmitter are asynchronous. The principle of the proposed

method by experiments is confirmed in experiments.

II. RELATED RESEARCH

In previous studies, data from multiple transmitters were

received by image-sensor based VLC. Pablo et al. developed

an optical wireless audio system that exploits the parallel trans-

mission feature of arranged LEDs and a high-speed camera[3].

This system observes sound fields by optical wireless acoustic

sensors (OWAS). Each OWAS comprises a 4×4 LED matrix, a

microphone, and a IR sensor. The sound data are transmitted

by visible light on off keying (OOK), and the transmission

data are demodulated by high-speed parallel processing of the

image observed by a high-speed camera using general purpose

graphic processing unit (GPGPU). To synchronize the multiple

OWASs with the camera framing, the same master-clock signal

is broadcasted to the OWASs via infra-red rays. This method

achieves directional sound collection in real-time.

Elsewhere, Sato et al. incorporated VLC in multi-biosignal

sensing[4]. They proposed the ET encoding method for cap-

turing the heart rates of multiple people by image-sensor

based VLC with a low frame rate. Multi-biosignal sensing

techniques included recording of electroencephalogram (EEG)

data are expected to be applied in medical monitoring and

remote sports coaching system. Multi-biosignal system in

Fig.1 measures the EEG signals of multiple users by VLC. In
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the present paper, this system is assumed as an application of

our proposed method. To cope with the subject’s movements,

a simple transmitter is desired.

To decide the optimal method for the assumed application,

we investigated image-sensor based VLC in various scenarios.

We first considered the VLC with a high-speed camera used in

intelligent transport systems, which have received considerable

attention in recent years[5]-[7]. In such case, OOK is a widely-

used modulation method. Owing to the high camera frame rate,

the LEDs send data at blinking speeds that are undetectable

to the human eyes. In image-sensor based VLC, the camera

frame rate limits communication. Therefore, a high camera

frame rate realizes a high-speed communication.

Another method exploits the rolling shutter feature of a

CMOS sensor[8]. The transmitter in this method is a plane

light source or an indirect light, which is captured by the

camera within a large area of the sensor. In a CMOS sensor,

the pixels are exposed row by row. The rolling shutter divides

time as the line scan proceeds, so quick changes in the light

manifest captured as light and dark patterns on the image.

High-speed communication is realized by using this light and

dark pattern. Oshima et al. achieved high-speed communica-

tion using a normal-speed image-sensor[9]. However, because

our research assumes communication with distributed LEDs,

our transmitters are point-light sources and the rolling shutter

method is unsuitable.

Luo et. al proposed the UPSOOK method[10], which sup-

ports non-flickering VLC using a normal-speed camera and

point-light sources. In their method, the exposure time of

the camera is set significantly shorter than the LED blinking

period. The camera receives data by estimating three type of

light symbols created by changing the frequency and phase

of the LED blinking. This method can also communicate

when the camera framing and LED blinks are asynchronous.

However, the type of symbols is three in their method and

multi-valuing is difficult. In addition, the very short exposure

time yields a very dark image.

Finally, Shimada et al. estimated the amplitude and phase

difference from multiple frame images using a single camera

and a single LED[11]. The LED is modulated with a frequency

of one-third the frame rate and the camera captures a LED

three frames for one symbol. The modulated light is restored

as a virtual sine wave from the three pixel values and the

phase and amplitude can be uniquely estimated. This method

achieves multi-level communication by quadrature amplitude

modulation. However, in the experiments, the receiver and

transmitter were operated by the same signal generator, and

the camera framing and modulation timing are synchronized.

Methods that would resolve the problems in the above

image-sensor based VLC methods have not been proposed.

Therefore, a new communication method is required.

III. CONSIDERATION OF MODULATION METHOD

We assume that data are received from asynchronous and

distributed transmitters. To improve the communication speed,

we require multi-level modulation which transmit more in-

formation per symbol. We also desire a simple transmitter

for the assumed application. Before devising a method that

resolves these problems, we discuss various modulation and

communication method.

As mentioned above, OOK is one of the most widely used

modulation method in VLC. However, amplitude shift keying

(of which OOK is the simplest type) is unsuitable for our

current application for reasons. First, multi-level modulation

requires multi-level control of the current which complicates

the drive circuit. Second, as the symbol rate is generally set

lower than the frame rate, human eyes will detect flicker if

a normal-speed camera is used. Methods that resolve these

problem are imperative.

Phase shift keying (PSK) requires no current control in

multi-level modulation, so is expected to simplify the transmit-

ter constructs. Moreover, the flicker problem is easily solved

by increasing the blinking frequency. Therefore, we apply PSK

as the modulation method in our research.

We now outline communication by PSK. When with a short

exposure time drives the LED blinking, the pixel value varies

by the relationship between the camera framing and LED

blinking. Therefore, the phase difference can be estimated

from the pixel values. However, as one pixel value corresponds

to two phases, the phase estimation from a single pixel value

is ambiguous.

This ambiguity can be removed by using the two-LED

transmitter[12]. The two-LED whose blinking phase are dif-

ferent 90◦ each other, and the phase difference between the

camera framing and LED blinking can be uniquely estimated

from the pixel values of the two-LED. However, we assume

the use of a large number of transmitter in this study. In this

case, the simple transmitter is preferred for easier identification

of transmitter in the receiver side.

The proposed method uses two cameras with different

exposure timings. In this setup, the phase difference be-

tween the transmitter and receiver can be estimated from two

pixel values. Whereas Shimada et al.’s single-camera/single-

LED method requires three frames for estimating the phase

difference[11], our two-cameras method estimates the phase

from one frame of both cameras.

IV. METHOD

A. Phase-estimation method

In our phase-estimation method, the frequency of the LED

blinking is set to integer multiple of the frame rate of the

camera and the duty rate is set to 50%. When the exposure

time is sufficiently longer than the LED blinking period, the

pixel value of the captured image remains almost constant,

irrespective of the relationship between the exposure timing

and LED blinking. When the exposure time is shorter than

the LED blinking period, the pixel value varies by the phase

difference between the exposure timing and the LED blinking.

Fig. 2 shows the response of the pixel value to a change in

the relationship between exposure timing and blinking.
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Fig. 2. Response of the pixel value to a change in the relationship between
exposure timing and blinking. The upper figure shows the LED blinking
waveform when duty is 50 %, and the bottom figure shows the change of
pixel value due to the relationship between the exposure timing and blinking.
The part shown in blue is case of the exposure time is long. In contrast, the
part shown in red is case of the exposure time is short.

When the exposure time texp is one-half of the LED blink-

ing period tblink, the pixel value linearly varies by the phase

difference between the exposure timing and LED blinking θ,

as shown in Fig. 3(b). Note that texp and tblink are not directly

related to the symbol rate.

To resolve the above mentioned phase ambiguity in each

pixel value, we employ two cameras with different exposure

timings. The timings are separated by one-quarter of the LED

blinking period tblink as shown in Fig. 3(a). The two pixel

values obtained by the two cameras, provide a unique phase

estimation (see Fig. 3(b)).

The pixel values obtained by the two cameras (PV1, PV2)
are given by :
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where PV1 and PV2 are normalized into 0 to 1. Fig. 4

shows the theoretical trajectory given by Eq. (1).

The phase difference θ are given by two pixel values as :
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(a) LED blinking waveform
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(b) Pixel values change according to the change of re-
lationship between camera framing and LED blinking

Fig. 3. Relationship between the pixel values and the phase difference
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B. Estimation method considering the error of pixel value

Owing to noise in the measurement system, the pixel

values measured by the cameras deviate from the theoretical

trajectory on the PV1−PV2 plane. To diminish this error, we

devised the method outlined in Fig. 5. In this method, we set

a line from the center to the observed point and estimate the

phase from the intersection of the set line with the theoretical

trajectory.

C. Error caused by asynchronous communication and its

solution

This method sets the symbol rate is set slightly smaller than

the camera frame to avoid the use of inappropriate frames

(hereafter, called ”Error-Frame”) in the decoding.

The error caused by asynchronous communication is ex-

plained as follows. As the clocks of the camera framing and
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Fig. 4. Theoretical trajectory of the pixel values PV1 and PV2 in the PV1−
PV2 plane. The pixel values move on this trajectory according to changing
of phase difference.
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Fig. 5. Outline of our proposed method for improving the phase-estimation
accuracy

LED blinking are not synchronized, the transmitted symbols

might alter during the camera exposure time. If the symbol

changes during the exposure time, the phase cannot be esti-

mated because the pixel values are influenced by both symbols

either before and after changing (red sections in Fig. 6).

Fig. 7 outlines our solution to this problem. The frequency

of the LED blinking is set to integer n multiple of the camera

frame rate, and the symbol period is set to (n+1)tblink. Two

symbols are mixed in the Error-Frame which is observed once

every (n + 1) frames, both symbols can be obtained either

before or after the frame (see Fig. 7). Therefore errors can be

avoided by detecting the Error-Frame once at the beginning of

the packet and excluding that frame from the packet decoding.

Here, the Error-Frame is detected by adding the sequence be

composed of symbols whose phase shifted alternately to the

beginning of the packet.

In real situation, the frequency difference between the

transmitter and receiver gradually changes the relationship

between the camera framing and LED blinking. However, we

can assume that during a packet transmission, this drift is

negligibly small.
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Fig. 6. The error due to changing symbol during exposure time
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Fig. 7. Outline figure of the error solving method

V. EXPERIMENTS

A. Conditions of experiments

1) Packet composition: Fig. 8 shows the LED blinking

patterns of a packet (comprising the header and the data

part) during the experiment. The preamble in the header part

identifies the beginning of the packet and five symbols are

used for detecting the Error-Frame. During the preamble, the

LED is not blinked and the current is controlled so that

the intermediate pixel values are captured by both cameras.

Thereby, the cameras capture the unique pixel values and

uses them to detect the communication start. The length of

preamble is set to 10× tblink. The Error-Frames are detected

using the sequence be composed of five symbols whose phase

shifted alternately. The symbol period is 6 × tblink from this

part until the end of the packet. The reference phase of the PSK

also detects in this part. In the data part, the number of transmit

symbols is set to integer multiple of the number of blinks per

frame period, under the constraint of our error solving method.

In the experiments, the number of data symbols number was

set to 50.

2) Devices and Settings: Fig. 9 is a photograph of the

experimental setup.

At the receiver side, we installed two Point Gray research’s

Flea 3 (FL3-U3-13E4M-C) cameras. The camera resolution

was (1280 × 1024) pixels. The two cameras were controlled

by different PCs and the image were captured by FlyCap 2
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Fig. 8. LED blinking patterns of the packet
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Fig. 9. Experiment view

software. The framings of the both cameras were controlled

by our own trigger signal generation circuit, providing a frame

rate of 60 fps. The camera framings differed by 0.833 ms. The

exposure time and gain of the cameras were set to 1.665 ms

and 0 dB, respectively. We used two SPACECOM’s JHF8M-

MP camera lenses, each with a focal length of 8 mm. The

cameras were separated by approximately 20cm.

At the transmitter side, we installed a Cree’s Full-color LED

(CLP6C-FPB) controlled by a TLC5922 LED driver (Texas

Instruments). The LED blinking frequency of LED was set

to 300 Hz. The symbol rate are calculated as following: the

frame rate times the number of data symbol per packet over

the number of captured frames per packet. In this experiment,

the symbol rate was calculated as: 60× 50/68 = 44.1sps.

Demodulation was performed on a different PC using im-

ages from both cameras captured in advance. The transmitter

was set approximately 10 m from the receiver in an indoor

environment.

B. Communication experiment

In the experiment, we measured bit error rate (BER) during

the transmission of 30,000 bits. The transmitted data were

randomly selected binary bits. The modulation methods were

binary PSK (BPSK), quadrature PSK (QPSK) and eight-PSK

(8PSK).

Fig. 10 shows the measured pixel values plotted on the

PV1 − PV2 plane.

Many of the measured values approached the theoretical

trajectory shown in Fig. 4. The intermediate values were mea-

sured in the preamble, and the deviations from the theoretical
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Fig. 10. Measured pixel values

TABLE I
MEASURED BER DURING 30,000-BITS TRANSMISSION MODULATED BY

DIFFERENT METHODS

Modulation Method BER

BPSK 4.33× 10
−4

QPSK 6.67× 10
−4

8PSK 3.13× 10
−3

trajectory were considered to arise when the symbol shifted

during the exposure time. Table I shows the BERs measured by

each modulation method. Under 8PSK modulation, the BER

was of order 10−3.

VI. DISCUSSION

This section discuss the experimental results and proposes

ideas for future work.

A. Measured pixel values

Fig. 10 shows the pixel values measured in the experiments.

The intermediate values were measured in the preamble, and

the deviations from the theoretical trajectory probably arise

from symbol shifts during the exposure time. Because the

modulation method alters the number of shifting patterns of

the phases, it also affects the pixel values observed in the

Error-Frame (Fig. 10).

B. Causes of error

The measured BER are listed in Table I. Errors are caused

by failures in the Error-Frame detection most likely arising

from vulnerability in the Error-Frame detection protocol. As



described in Section IV-C, we solved the error caused by

asynchronous communication by a specially designed method.

The Error-Frame detection method uses the error of estimated

phase in the Error-Frame and it is performed by threshold

detection. We experimentally determined the threshold to

obtain the best demodulation result. However, the Error-Frame

cannot be completely detected. Therefore, the Error-Frame

detection algorithm is considered that is incomplete. To resolve

this problem, we will consider direct comparison of the pixel

values in future work. When the symbol changes during the

exposure time, the pixel values in the Error-Frame depart from

the theoretical trajectory (Fig. 10). Therefore, we consider that

the Error-Frame can be detected by the Euclidean distance

between the measured value and theoretical trajectory on the

PV1 − PV2 plane. Moreover, this method detects the error

frame from the pixel values observed in the data symbols, the

accuracy of Error-Frame detection expected to be improved.

Optimizing the protocol will be attempted in future work.

C. Applications of the Proposed Method

Our proposed VLC method uses two image-sensors. The

method assumes communication with distributed transmitters,

and resolves the asynchronous communication problem. More-

over, we confirmed that the proposed method can communicate

by multi-level PSK.

Communication with distributed transmitters requires ad-

ditional tasks that were not considered here. Firstly, as the

LED transmitters are spatially dispersed the LEDs are placed

at different distances from the cameras. Consequently, the

magnitudes of the obtained pixel values and their sizes in the

image differ. When the width of a pixel value changes, an error

occurs in the phase estimation. Secondly, the communication

is interrupted by occlusions between the LED and camera. Fi-

nally, when communicating with multiple LEDs, the proposed

method must identify the LED between the two image-sensors.

To solve these problem, we will must consider a method which

collaborates the images of both cameras in future work.

VII. CONCLUSION

We proposed a VLC method using PSK. The proposed

method uniquely estimates the phase from the pixel values of

two cameras with different exposure timings. The feasibility of

communication by the proposed method was experimentally

validated. We also confirmed that the proposed method can

communicate using multi-level PSK. The proposed method is

applicable to asynchronous communication, and is potentially

applicable to communication with distributed transmitters. In

future works, we must improve the Error-Frame detection

protocol. Moreover, we will devise a method that collaborates

the images of both cameras in the assumed application.
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